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Abstract

This article explores the concept and potential application of bottom-up virtue ethics as an
approach to instilling ethical behavior in artificial intelligence (Al) systems. We argue that
by training machine learning models to emulate virtues such as honesty, justice, and
compassion, we can cultivate positive traits and behaviors based on ideal human moral
character. This bottom-up approach contrasts with traditional top-down programming of
ethical rules, focusing instead on experiential learning. Although this approach presents
its own challenges, it offers a promising avenue for the development of more ethically
aligned Al systems.

Introduction

As Al continues to permeate every aspect of our society, from healthcare to transportation
to criminal justice, the ethical implications of these technologies have become a pressing
concern. Traditionally, ethical considerations in Al have been handled through top-down
approaches, where a set of ethical rules are explicitly hard-coded into the Al system by its
programmers. However, these rule-based approaches often face limitations in their ability
to anticipate and handle the immense complexity of real-world ethical dilemmas.

This has led to increasing interest in alternative methods that do not rely solely on rigid
top-down programming, such as bottom-up virtue ethics. Bottom-up virtue ethics strive to
implicitly teach Al ethical behavior through experience and example rather than
attempting to explicitly enumerate ethical rules.

The Concept of Bottom-Up Virtue Ethics

The core goal of bottom-up virtue ethics is to cultivate positive traits and behaviors in an
Al agent by exposing it to an abundance of examples that exhibit virtuous attitudes and
conduct. Specific virtues such as honesty, justice, compassion, courage, wisdom,
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temperance, and transcendence are not directly programmed as inflexible rules. Rather,
the Al system is experientially trained to understand, appreciate, and emulate these
virtues through its interactions with and observations of human teachers.

This approach draws inspiration from virtue ethics in moral philosophy, which focuses on
cultivating character traits and behavioral habits that enable flourishing and ethical
conduct, as opposed to judging individual actions based on universal rules. The
pioneering philosopher Aristotle formulated an early system of virtue ethics grounded in
human nature and experience. Bottom-up virtue ethics adapts these concepts to the
training of artificial agents.

Proponents argue that implicit training in ethics through extensive observational learning
may prove more effective than explicitly programming rigid rule-based systems. By
developing a nuanced understanding of virtue from experience, an Al agent could
potentially exhibit more robust and adaptable ethical reasoning and decision-making.

Possible Implementations

Although still largely conceptual, researchers have proposed methods for how bottom-up
virtue ethics could be implemented in Al systems:

1. Training Machine Learning Models on Virtue Datasets

Training machine learning models on massive datasets that demonstrate virtuous human
conduct across diverse situations may provide a good way to train an Al system
necessary human virtues from the bottom-up. Sources could include writings on ethics,
biographies of inspirational figures, films, narratives of historical events, and hypothetical
scenarios.

Details on the implementation:

1. Compile a massive dataset of books, films, biographies, etc. that highlight acts of
virtue and moral exemplars. Source writings on ethics, lives of inspirational figures,
historical accounts, and hypothetical scenarios.

2. Annotate the data to label demonstrations of virtues like courage, honesty, wisdom.
Capture context and nuances.

3. Use neural networks, especially recurrent/convolutional architectures suitable for
sequential/text data. Train models to classify or generate virtuous conduct.

4. Train an Al agent by having it observe the human role model data sequentially. Use
techniques like behavioral cloning or GAIL to have the agent mimic the virtuous
behaviors.
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5. Validate models by testing generalization to new examples and measuring if it

exhibits the virtues, similar to the human examples. lteratively improve dataset
coverage of virtues and iterate on the training if needed.

6. Transfer learned representations of virtue to guide Al systems towards ethical

behavior.

2. Reinforcement Learning with Virtue-Based Rewards

Leveraging techniques like reinforcement learning to reward the Al for making decisions
that exemplify virtues like compassion and honesty. The Al would progressively update its
behavior to align with human judgments.

Details on the implementation:

1.

Create simulations for an Al agent that recreate situations requiring virtuous
behaviors. For instance, scenarios with opportunities for compassion.

. Program a reward function that incentivizes virtuous actions in the simulations.

Actions reflecting compassion and wisdom vyield high rewards.

. Train the RL agent experimentally in these simulations to maximize cumulative

reward over time. Use deep reinforcement learning algorithms like PPO to train Al
agents to maximize rewards.

. Validate that the agent learns to consistently exhibit virtue by testing it in new

simulations and refine reward calibration based on human judgments of virtue.
Tweak rewards if needed.

. Transfer the rewards/policies to real-world systems.

3. Architectures for Representing Virtues

Developing architectures that can form meaningful semantic representations of virtue
concepts from experience, as opposed to hard-coding definitions.

Details on the implementation:

1.

Explore neural network architectures that can form rich semantic representations of
abstract concepts like virtues.

. Provide a breadth of grounded examples from the virtue datasets to build

connections between symbols and behaviors.

. Evaluate via empirical tests whether the learned representations capture the

contextual nuances of virtues as understood by humans.

. Use these architectures as substrates for RL/ML models to ground virtue concepts.
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4. Validating Alignment with Human Morality

Validating the Al using psychological tests and neuroscience techniques to assess
whether its thinking aligns with human moral cognition.

Details on the implementation:

1. Administer tests used in moral psychology/neuroscience like moral dilemmas, social
trust games.

2. Scan neural activity during ethical deliberation and compare to human data. Identify
gaps.

3. Compare results to human data to assess convergence with moral cognition.
Identify gaps.

4. lterate on architectures and training approaches to better align the Al with human
virtue ethics.

5. Integrating Top-Down Principles

Combining bottom-up learning of virtues with some high-level principles and constraints
to provide an ethical framework.

Details on the implementation:
1. Specify high-level principles like “do no harm” that set the basic ethical boundaries.
2. Formally verify that the Al's behavior adheres to these principles across contexts.

3. Combine principle-focused top-down methods with bottom-up learning to get the
benefits of both approaches.

Expanded details on implementing additional techniques for
bottom-up virtue ethics

Apprenticeship Learning

Apprenticeship learning involves an Al agent observing and imitating an expert human
demonstrator to learn skills, similar to a human apprentice. The agent watches the expert,
extracts patterns from their behavior, and uses this to train itself through practice. This
allows the agent to acquire complex skills demonstrated by the expert that would be
difficult to program explicitly. Apprenticeship learning might be useful when human
expertise is available for a task not amenable to traditional programming. It complements
supervised learning from demonstrations.

Details on the implementation:
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1. Have human experts demonstrate virtuous behavior in a series of training
scenarios. For example, acting compassionately towards Al teammates.

2. Use inverse reinforcement learning to try to recover the reward function the human
is optimizing for based on their actions. Identify rewards aligned with virtue.

3. Train an Al agent by having it observe the human’s examples and learn the inferred
reward function. This allows it to mimic the virtuous behavior.

4. Validate the agent’s learning by testing it in new scenarios, checking if its actions
align with the human expert’s demonstrated virtues.

Inverse Reinforcement Learning

Inverse reinforcement learning involves using expert demonstrations to infer a reward
function representing the desired behavior. The agent statistically models the expert’s
actions to extract the implicit rewards behind their decisions. These inferred rewards are
then used to train the agent with standard reinforcement learning to optimize its policy
and mimic the expert. IRL might be useful when specifying rewards by hand is difficult but
demonstrations are available. It allows nuanced objectives to be captured from examples.

Details on the implementation:

1. Collect data on human behaviors exhibiting virtue in various situations. For
instance, people making courageous choices.

2. Use the data to statistically infer the implicit reward function likely driving those
decisions. Identify reward components related to virtue.

3. Define the inferred reward function explicitly and use it to train an Al agent via
reinforcement learning.

4. Test if the agent behaves virtuously by presenting new scenarios and examining its
actions. Refine the rewards if needed.

Evaluating Behaviors Under Virtue Ethics:

Virtue ethics evaluates moral character and traits rather than just consequences. To
assess Al this way, test it in scenarios requiring relationship virtues like empathy. Have
human evaluators rate how well the Al's behaviors demonstrate mature moral character.
This approach can usefully supplements rule-based evaluation by measuring alignment
with nuanced human values and fostering ethically mature Al.

Details on the implementation:

1. Select a virtue ethics framework such as care ethics that focuses on virtues of
human relationships and care-giving.
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2. Generate scenarios that assess relationship-building virtues like empathy, concern,
and trustworthiness.

3. Have human evaluators rate how well an Al agent’s behaviors in those scenarios
align with the targeted virtues.

4. Provide feedback to the agent on its performance and use human ratings to drive
further improvements.

5. lterate on the evaluation process, increasing scenario complexity as the agent
progresses.

Counter-arguments

Despite its promise, bottom-up virtue ethics in Al also faces some key challenges such
as:

» Virtues are highly complex and contextual. Some argue Al may lack the human life
experience needed to truly grasp their nuances.

» Different cultures espouse different virtues. Training exclusively on one culture’s
values risks instilling bias.

» Precisely defining the set of universal virtues an Al should learn is difficult.
o Large datasets capturing the full breadth of virtuous conduct do not yet exist.

e Meaningfully validating an Al's grasp of virtue poses difficulties, as we lack
consensus on how to test for artificial moral competence.

Seeking to teach Al systems human virtues invites skepticism and necessary counter-
arguments:

Counter-argument: Virtues are subjective and culturally dependent. Basing Al ethics on
such fuzzy concepts could lead to biased systems.

Rebuttal: While virtues have cultural aspects, there is also cross-cultural overlap on core
virtues like compassion. A diverse training curriculum can mitigate bias. Additionally,
combining virtue ethics with principles can anchor the Al's behavior.

Counter-argument: Al systems lack human life experience needed to truly acquire
virtues like wisdom. The resulting behavior will be superficial mimicry at best.

Rebuttal: While Al cannot replicate human lived experience, advanced techniques like
meta-learning may allow meaningful emulation of virtues. The goal is not perfect virtue
but safer systems.

Counter-argument: Ethical behavior depends hugely on context, but Al struggles with
common sense. Virtue ethics may fail in complex real situations.
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Rebuttal: Challenges in contextual reasoning are not unique to virtue approaches. And
virtues can help inform top-down principles and constraints to bound behavior
appropriately.

Counter-argument: Mathematical optimization of fuzzy virtues could lead to unintended
consequences and gaming of the system.

Rebuttal: Carefully validated reward formulations, human oversight, and testing in
simulated environments can help identify and correct unintended incentives.

In summary, while virtue ethics poses challenges, thoughtful implementation could help
realize more human-aligned Al systems. Combining with other techniques can mitigate
limitations. Further research is still required to fully assess the promise and pitfalls of this
approach.

The Road Ahead

While many open questions remain, bottom-up virtue ethics offers an exciting path for
imbuing Al with ethical reasoning grounded in human moral experience. As this nascent
field evolves, researchers should thoughtfully address the approach’s limitations and
challenges. With continued progress, Al systems exhibiting compassion, wisdom and
other virtues may eventually cease to be just a theoretical possibility.

Conclusion

In conclusion, bottom-up virtue ethics represents a novel and intriguing approach to
addressing the ethical challenges posed by increasingly capable and autonomous Al
systems. The core concept of training artificial agents to implicitly learn human virtues by
observing and emulating moral exemplars, rather than relying solely on explicit top-down
rules, offers a promising path forward. Virtue ethics centers on fostering character traits
and behavioral habits attuned to ethical flourishing, an apt aim for Al.

However, fully realizing the potential of this methodology to produce Al aligned with
nuanced human values will require overcoming significant technical and philosophical
difficulties. Virtues often rely heavily on lived experience and practical wisdom that current
Al systems inherently lack. Translating fuzzy, subjective virtue concepts into concrete,
measurable objectives poses additional challenges. There are also reasonable objections
around issues like cultural bias that must be thoughtfully addressed.

Nevertheless, with responsible implementation, prudent management of inherent
limitations, and pragmatic combination with complementary techniques, the bottom-up
virtue approach may open fruitful new frontiers in our quest for ethically enlightened
artificial intelligence. Success will require sustained, diligent effort from the research
community, but cultivating even embryonic versions of digital wisdom and compassion
could yield immense benefits. While a challenging undertaking fraught with open
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questions, laying the seeds of artificial virtue ethics seems a worthy pursuit. One that in
time could produce Al systems exhibiting an elevated moral character subtly attuned to
the better angels of the human spirit.
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